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Abstract This paper will present several
methods for adjustingclock skew variations that
occur in an accumulative z-axis interconnect

system. In such a system, delay between
modules is a functionof their distancefrom one

another. Clock distribution in a high-speed
system, where clock skew must be kept to a
minimum,becomesmorechallengingwhenmodule
orderis variablebeforedesign.

1. INTRODUCTION

The purpose of this paper is to inform you of a clock

skew problem we encounteredwhile implement_xja PCI bus
in a 3D stacked experimental flight computer for the X33
launch vehicle. This paper will firstgo into the background
of the X-33 AFE project and will then present the clock
skew problem in more detailby startingwithan exampleof
howthis problem is solved in a backplanedesign. Finally,
this paper will presenthow ourdesign, a cumuleUvez-axis
interconnect,is different than a backplanedesign and how
we solvedthe clockskew problem.

The X-33 Launch Vehicle is a first step in the
developmentof VentureStar. VentureStar is a planned
Single-Stage to Orbit reusable launch vehicle that the

companieslisted below are designing. The VentureStar
LaunchVehicle takes-off vertically, enters orbit, delivers
its payload, returns to Earth and lands like an airplane - all
on a single tank of gas. X33 is a prototypevehicle half the
size of VentureStar or a 1/8 ,xtJme scale model,used to

test out all of the new technologies required to rn_e
VentureStar work.

Since reducing weight is of great importance to the
program, JPL was to design an experimental flight
computer that would be 1/2 the size of the VME rack

design currently used on X33. This product was to be
produced first as experiment and not play a controlling
role in the spacecraft. The experiment was called the X-
33 Avionics Flight Experiment.(X-33 AFE)

2. X-33 AVIONICS FLIGHT EXPERIMENT

For the X-33 AFE we proposed a 3D "stacked" PCI
based flightcomputer, based on stacked PWB technology.
The stacked module approach utilizes a vertical
interconnect system, and thus eliminates the need for a

backplane interconnect. This system has several

advantages over a traditionalbackplane approach, the two
most important are decreased overall mass and volume, and

design flexibility. Since the modules interconnect directly
to each other, the mass of a backplane is saved. In addition,
unlike a backplane based systems, add_onal modules can be

added without redesigning the interconnect system.
A similar but less dense technology of stacked PWBs

would be a PC104 based system. Several systems ha,,e
been built based on stacked MCMs[1,2,3]. This technology
could be incorporated at a latter date if further vdu'ne
reduction is necessary.

The X-33 AFE stack is comprised of stacking circuit I
slices, which have connector pads on two ends. These slices /

are interconnected with a an elastomeric connector from
Amp Corporation. Figure 1 shows the stack in its|
assembled configuration. The system is made up by |

starting with the system computer slice, which holds the
CPU, memory controller and PCI bridge. The rest of the

system is constructed by other I/O slices were design as
PCI devices or memory expansion on the CPU's local bus.
The X-33 AFE consists of the following slices:

1. PowerPC 603 System Computer Slice
2. Main MemorySlice
3. Nonvolatile memory Slice
4. Two 3 Channel 1553 bus interface PCI slices
5. 1773 bus interface slice

Figure 1. X-33 Avionics Flight Experiment



As '-:,h_Jwn_nhgure 2. p.n layouts exastat _ end of the
board Connections on one s_de_mplement a PCI bus. while
connechon on the olher shce_mplement the processors local
bus

Figure 2. System Computer Slice

Figure 3 show the slice to slice interconnect rned'Bril_
The connections are made by means of a vertical connector

called an elastomer. These elastomers slip into fiberglass
holders which are placed between the slices. The entire
assembly is then bolted together with brackets at the ends
to reduce any bowing, and provide compression.
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In the first clockcycle the Initiator decides to start a
transaction and asserts its FRAME# line about the sane
time it also places the Targel's address on the bus. At the

start of the second clock cycle the Target sees that
FRAME# is asserted, and according to PCI requirements
it latches what is on the address bus on the sa_ clock
edge. Itwill then take 1 to 3 clockcycles to decide whether
the transaction is intended for it or not.

That's what issupposedto happen ifall goes well. Inthe
case of clock skew, the clock between an Initiator and a
Target were skewedabout 3 ns as shown in the bottom
diagram. The clockof the initiator is shown in black above
the target whichis sflo_ in red. This skew would have

g(xle urmolk'.edif not for the fact that the Initiator, a(
MPC106 chip, was so fast. In the first clock cycle the )
Initiator would assert FRAME# within 2ns of the rising
edge of the clock it saw. Since the Target's clock was
skewed by more than this, plus the travel time of the signal,
it saw frame assertedin clockcycle 1 instead of clockcycle
2 as in the previouscase, and would latch whatever was on

the address bus inthat clock cycle. Though the Initiator
asserted FRAME# quickly, it longer then the set-up time
for the 32 lines of the address bus to stabilize, resulting
in the Target latchingin potentialy garbage data.
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Figure 3. Interconnect System

1. THE CLOCK SKEW PROBLEM

To understand Ihe problem you need '.c understand a

lithe about _w PCI bus works [4] PCI _s a synchronous
bus _rotoc,:'# All _ransacbons occur _ tr_e "_s_ngedge of
ti'e PCI :'_K tr'a: ,s "ece_',ed by all Pcr _ev_ces. An

In,t_at,cr;s a _ev,ce tha! starts a 'ransactc '_ and a Target
:s a 3e,ce mat res_'onds T_e :oo naJf !:g-,'e 4 snows the
beg;nn_ng:T _,transacbon ,,,here t_ere s "1oclock skew
beh'_eer :re lfi,I_ator ar"c_Target bctm =e,,,ces see the
_dent_ca,:!cc_ ',:m_r,7

Figure 4. The Clock Skew Timing Problem

2. COMPACT PCI's BACKPLANE SOLUTION

In a 4 slot compactPCI backplane, the first slot is for

the system card or main computer and clock generation,

while the other three slots are for peripheral plug-in
cards. Compact PCI (CPCI) solves this problem quite
simply.J5]CPCI is design to ensure that the clock lines |

going to each peripheralcard are all the sane length, since
the _pedence of all the connectorsare the sa_e and the
trace impedanceon thebackplane is constant, This results

in the delay from the system master to any peripheral card
a constant.



In addition, clock length is spec'ed for all PCI plug-in
cardsas the following diagram shows. Clock lengths are to
be 2.5_+0.1"while data lines, to give them a head start in a
race condition are to be less than 1.5".

The total clock signal length is the sum of the distance

from the clock generator on the system board, plus the
distance through the 3U connector, length along the
backplane back up through the peripheral board's
connector and finally to the chip on the peripheral board.

CPCI tightly specifies the distance from an edge
connector to the component on any peripheral board. Since

these values are also fixed, CPCI design makes up for any
differences in clock length by serpentining the clock lines

through the backplane, as shown in the following figure.
Clock distribution is therefore backplane dependent and

left to the discretion of the designer, in this design both
clock lines are equalized, since the distance traveled

through the backplane is equal. To make the design easier,
clocks are shared by T-ing the line between the two middle
slots.

Figure 5. A 4 Slot Compact PCl Backplane

3. Z-Ax_s INTERCONNECT

In a cumulative z-interconnect design, boards are stacked

on top of the system slice, the bussed lines go through
additional elastomedc connectors. The fact that the
farther you are away from the master the more connectors
you need to go through results in additional delay for some
modules. In this p_cture,you can see that the clock line for
PCI Device 1 is shorter than PCI Dewce 2. Since there is

no backplane this leaves us with fewer options to equalize
the clock lengths among the peripheral slices.

PCl Oevlce 2
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Ellltomer

Clock Gen.
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Figure 6. Z-Axis Cumulative Interconnect

For out design we choseIf'm following design objectives.
We wantedto eliminateclockskew, but we also desired the

design of the slices to allow _ to be positioned

anywhere in the stack. We wanted to have somegeneric
rulesto apply to all of our PCI Peripheral Slices. We also
wanted to use an adapter board to convert from our
elastomericconnectorto CPCI. This would allow usto use
off the shelf CPCI bus analyzers and Ethemet card.

4, Z-Axis INTERCONNECT SOLUTION

Figure 7 showsoneof the steps inhow we solvedthe
problem. Bymaking allof the clocklines the same electrical

lengthby varyingdelay lines lengths located on the system
slice. I say electrical because as you go through each
elastomer,you add additional capacitance to the clockline

and rounditoverand thus addingan additionaldelay.
Let's look at the length of the clock line to the nearest

peripheral slice, the onedirectly abovethe system board.
From the clockgenerator, the signal goes through a delay
line to the edge of _ system board through the elastomer
and down a given distance to the peripheral slices PCl
comport. For any other board somek-elastomers away
from the system board, we shortened the delay [m to
compensate.The result is the sum of all of the lengths is
more or lessconstant.



Figure 7. Clock Design Rules

Inaddition,we placedthe systemsliceIn b"mcenterof
the stack and worked with the docks symmetrically
outward. This is illustratedinRgure8. So two slces m
equaldislanceawayfrom the systemsliceshamN sam
dock.We alsopulledIn the distancefromthe eklsto_
pad layoutto the PCI componentso _ the slicewas
attachedto anadapter board,the assen'dyfall doseto

2.5"clocklinerequiremanL

dpl PCl_ 2

PCIDevice1

Figure 8. Additional Design Rules.

5. IMPLEMENTATION - CONCLUSION

Figure9 is a pictureof the actual iml_m_mtalion.The
pictureis madeuglierby ourbringinga comectoroutby
pigtailsto the side of the board, for system debug
purposes.

Figure 9 Implementation

Youcanclearlyseethe significantlines. The longme
correspondingto theboardclosestto the systemsliceand
the short jumperwire for the clockine to _ sices
farthest away. We used28 gagecoaxto makethe delay
linesandonlyjumper_l_ sJicesdifferently dependingon
theirposition.

Wehada stackof5 PCIdevicesand twomemoryboards,
andwewereableto attach anadapter boardand usean
externalEthemetcardanda CPCIbusanalyzer.

Althoughthis is not the most elegant solutionIn the
world,the mostimportantthingis that it worked.

6. ACKNOWLEDGMENT

Thisresearchdescribedin this paperwascarriedout by
the Jet PropulsionLaboratory,California Institute of
Technology,undera contractwiththe NationalAeronautics
andSpaceAdministration

7. REFERENCES

[1]MinehanW.T, WeidnerW.T.,. "Fabrication,Assembly,
andCharacterizationof StackedMultichipModulesUsing
Hot Pressed,C0-Fired AJuminumNitride", International
ConferenceonMultichipModules(MCM94), pp 356-361
20, April 1994.

[2] N.J. Teneketges,W.J. JacobiandL.A. Wadsworth,
"AHigh-PerformanceMCM-BasedSpaceborne
Processor',ICMCMProceedings'92.

[3]AlkalajL, JarvisB..,"The DesignandImplentationof
NASA'sAdvancedFlightComputingModule,"International
Conferenceon MultichipModules(MCM 93), pp 40-44,
April1993.

[4] PICMG. "CompactPCISpecification,PICMG 2.0
R2.1",September2, 1997.

5] PICMG. "PCIBusSpecification,PICMG2.0 R2.1",
September2, 1997



An Adaptive Method for Reducing Clock Skew in an Accumulative

Z-Axis Interconnect System

Gary Bolotin
NASA: Jet Propulsion Laboratory
4800 Oak Grove Drive

Pasadena, CA 91109

gary.s.bolotin @jpl.nasa.gov

Lee Boyce
NASA: Jet Propulsion Laboratory
4800 Oak Grove Drive

Pasadena, CA 91109

Abstract This paper will present several

methods for adjusting clock skew variations that
occur in an accumulative z-axis interconnect

system. In such a system, delay between
modules is a function of their distance from one

another. Clock distribution in a high-speed
system, where clock skew must be kept to a
minimum, becomes more challenging when module
order is variable before design.

1. INTRODUCTION

The purpose of this paper is to inform you of a clock
skew problem we encountered while implementing a PCI bus
in a 3D stacked experimental flight computerfor the X33
launch vehicle. This paper will first go into the background
of the X-33 AFE project and will then present the clock
skew problem in more detail by starting w@ an example of
how this problem is solved h a backplane design. Rnally,
this paper will present how our design, a cumulative z-axis
interconnect, is different than a backplane design and how
we solved the clock skew problem.

The X-33 Launch Vehicle is a first step in the
development of VentureStar. VentureStar is a planned
Single-Stage to Orbit reusable launchvehicle that the
companies listed below are designing. The VentureStar
Launch Vehicle takes-off vertically, enters orbit, delivers
its payload, retums to Earth and lands like an airplane - all
on a single tank of gas. X33 is a prototype vehicle half the
size of VentureStar or a 1/8 volu'ne scale model, used to
test out all of the new technologies required to make
VentureStar work.

Since reducing weight is of great importance to the
program, JPL was to design an experimental flight
computer that would be 1/2 the size of the VME rack
design currently used m X33. This product was to be
produced first as experiment and not play a controlling
role in the spacecraft. The experiment was called the X-
33 Avionics Flight Experiment.(X-33 AFE)

2. X-33 AVIONCS FLIGHT EXPERIMENT

For the X-33 AFE we proposed a 3D "stacked" PCI
based flightcomputer, basedon stacked PWB technology.
The stacked module approach utilizes a vertical
interconnect system, and thus eliminatesthe need for a
backplane interconnect. This system has several

advantages over a traditional backplane approach, the two
most important are decreased overall mass and volume, and
design flexibility. Since the modules interconnect directly
to each other, the mass of a backplane is saved. In addition,
unlike a backplane based systems, additional modules can be
added without redesigning the interconnect system.

A similar but less dense technology of stacked PWBs
would be a PC104 based system. Several systems have
been built based on stacked MCMs[1,2,3]. This technology
could be incorporated at a latter date if further volume
reduction is necessary.

The X-33 AFE stack is comprised of stacking circuit
slices, which have connector pads on two ends. These slices
are interconnected with a an elastomeric connector from

Amp Corporation. Figure 1 shows the stack in its
assembled configuration. The system is made up by
starting with the system computer slice, which holds the
CPU, memory controller and PCI bridge. The rest of the
system is constructed by other I/O slices were design as
PCI devices or memory expansion on the CPU's local bus.
The X-33 AFE consists of the following slices:

1. PowerPC 603 System Computer Slice
2. Main Memory Slice
3. Nonvolatile memory Slice
4. Two 3 Channel 1553 bus interface PCI slices
5. 1773 bus interface slice

Figure 1. X-33 Avionics Flight Experiment



As shown in figure 2, pin layouts exist at each end of the
board. Connections on one side implement a PCI bus, while
connection on the other slice implement the processors local
bus

Figure 2. System Computer Slice

Figure 3 show the slice to slice interconnect mechanism.
The connectionsare made by means of a vertical connector
called an elastomer. These elastomers slip into fiberglass
holders which are placed between the slices. The entire
assembly is then bolted together with brackets at the ends
to reduce any bowing, and provide compression.

Figure 3. Interconnect System

1. THE CLOCK SKEW PROBLEM

To understand the problem you need to understand a

little about how PCI bus works.J4] PCI is a synchronous
bus protocol. All transactions occur on the rising edge of
the PCI clock that _s received by all PCI devices. An
Inrtiator is a device that starts a transaction and a Target
is a device that responds. The top half figure 4 shows the
beginning of a transaction where there is no clock skew
between the Initiator and Target, both devices see the
identical clock timing.

In the first clod( cycle the Initiator decides to start a
transaction and asserts its FRAME# line about the same

time italso places the Target's address on the bus. At the

start of the second clock cycle the Target sees that
FRAME# is asserted, and accordingto PCI requirements
it latches what is on the address bus on the same clock

edge. Itwill then take 1 to 3 clockcyclesto decide whether
the transaction is intended for it or not.

That's what is supposedto happen ifall goes well. In the
case of clock skew, the clock between an Initiator and a
Target were skewedabout 3 ns as shown in the bottom
diagram. The clockof the initiator is shownin black above
the target whichis shownin red. This skew would have

gone unnoticedif not for the fact that the Initiator, a
MPC106 chip, was so fast. In the first clock cycle the
Initiator would assert FRAME# within 2ns of the rising
edge of the clock it saw. Since the Target's clock was
skewed by more than this, plusthe traveltime of the signal,
it saw frame assertedin clockcycle 1 insteadof clockcycle
2 as inthepreviouscase, and wouldlatch whatever was on
the address bus in that clock cycle. Though the Initiator
asserted FRAME# quickly, it longer then the set-up time
for the 32 lines of the address bus to stabilize, resulting
in the Target latchingin potentialy garbage data.

Target

=RAME# _'_
imoator

AD _11_ :_eeloeT t_

In_Uator

.

3LK I

IrURImt
1

3LK

Tatg_

:RAM ET.._ "-'_"

"" I'I

NO SKEW

SKEW

\

\

I/

,/

Figure 4. The Clock Skew Timing Problem

2. COMPACT PCI's BACKPLANE SOLUTION

In a 4 slot compactPCI backplane,the first slot is for
the system card or main computer and clock generation,
while the other three slots are for peripheral plug-in
cards. Compact PCI (CPCI) solves this problem quite
simply.[5] CPCI is design to ensure that the clock lines
going to each peripheralcard are all the sane length, ,s_ce
the impedanceof all the connectorsare the sameand the
traceimpedanceon _e backplane is constant, This results
in the delay from thesystem master to any peripheral card
a constant.



In addition, clock length is spec'ed for all PCI plug-in
cardsas the followingdiagramshows. Clocklengthsareto
be2.5_+0.1"while datalines, to give thema headstart in a
raceconditionareto be lessthan 1.5".

The total clocksignal length is the sumof the distance
from the clock generator on the system board, plus the
distance through the 3U connector, length along the
backplane back up through the peripheral board's
connectorand finallyto the chip on the peripheralboard.

CPCI tightly specifies the distance from an edge
connectorto the componentonany peripheralboard. Since
thesevaluesarealsofixed, CPCI designmakesup for any
differences in clocklength by serpentiningthe clock lines
through the backplane,as shownin the following figure.
Clockdistribution is therefore backplanedependent and
left to the discretion of the designer. _ this designboth
clock lines are equalized,since the distance traveled
throughthe backplaneis equal. To makethe designeasier,
clocksaresharedby T-ingthe linebetweenthe two middle
slots.

Figure 5. A 4 Slot Compact PCI Backplane

3. Z-Axis INTERCONNECT

Ina cumulativez-interconnectdesign,boardsare stacked
on top of the systemslice,the bussedlinesgo through
additional elastomericconnectors. The fact that the
fartheryou are awayfrom the master the moreconnectors
youneedto go throughresultsin additionaldelayfor some
modules. Inthispicture,you cansee that the clock linefor
PCIDevice1is shorterthan PCI Device2. Sincethere is
nobackplanethis leavesus with fewer optionsto equalize
theclocklengthsamongthe peripheralslices..

d PCl Devlce 2

o=21
PCI Device I

Elaltomer

Clock Gen.

d.

dtota,1= d.. + d el "1" dp.

d_otal2 = d,, + de1 +de2 +dps

dtotal2 #: dtotall

Figure 6. Z-Axis Cumulative Interconnect

Forourdesignwechosethe followingdesignobjectives.
Wewantedtoeliminateclockskew,butwealsodesiredthe
designof the slicesto allow them to be positioned
anywherein the stack. We wantedto havesomegeneric
rulesto applytoallof ourPCI PeripheralSlices. We also
wantedto use an adapter board to convert from our
elastomerloconnectortoCPCI. Thiswouldallowus to use
off the shelfCPCIbus analyzersand Ethemetcard.

4. Z-Axis INTERCONNECT SOLUTION

Figure7 stlowsoneof the steps in howwe solved the
problem.Bymakingalloftheclocklinesthesameelectrical
lengthbyvaryingdelaylineslengthslocatedon the system
slice. I say electricalbecauseas yougo through each
elastomer,youaddadditionalcapacitanceto the clockline
androunditoverandthusaddinganadditionaldelay.

Let's lookat the lengthof the clocklineto the nearest
peripheralslice,the onedirectlyabovethe systemboard.
Fromthe clockgenerator,the signalgoesthrougha delay
line tothe edgeofthe systemboardthroughthe elastomer
and downa givendistanceto the peripheralslicesPCI
component.Foranyotherboardsomek-elastomersaway
from the systemboard, we shortenedthe delayline to
compensate.The resultisthe sumof all of the lengthsis
moreorlessconstant.



Figure7. Clock Design Rules

Inaddition,weplacedthe systemsliceIn the centerof
the stack and worked with the docks symmetrically
outward. This is illustratedIn Figure8. Sotwo slicesan
equaldistanceawayfromthe systemslicesharethe same
dock. We alsopulledInthe distancefrom the elastomedc
padlayoutto the PCI componentso whenthe slice was
attachedto anadapter board,the assemblyfelt closeto
the2.5"clocklinerequirement.

dp, PCI Device 2

dell Clock Gen.

d.l_L PCIDeviceI

Figure 8. Additional Design Rules

5. IMPLEMENTATION - CONCLUSION

Figure9 is a pictureof the actualimplementaUon.The
picture is madeuglierby our bringinga connectoroutby
pigtails to the s_le of the board, for system debug
purposes.

Figure 9 Implementation

Youcanclearlyseethe significantlines. The longone
correspondingto the boardclosestto the systemsliceand
the short jumperwire for the clockline to the slices
farthest away. We used28 gagecoaxto makethe delay
linesandonlyjumperedthe slicesdifferently dependingon
theirposition.

Wehadastackof5PCIdevicesandtwomemoryboards,
andwewereableto attachanadapter boardandusean
externalEthemetcardanda CPCIbusanalyzer.

Althoughthis is not the most elegant solutionIn the
world,the mostimportantthingis thatit worked.
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